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A lattice-Boltzmann boundary rule has been developed to recover the slip boundary condition at a liquid-gas
interface. This rule enables one to use a single-component lattice-Boltzmann model to simulate bubbly flows
where bubbles are nearly spherical and coalescence is prohibited. Numerical tests showed this method to be
robust and accurate in simulating both steady and unsteady flows around spherical bubbles in the Reynolds
number range 0�Re�30.
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I. INTRODUCTION

Bubbly flows are frequently encountered in chemical en-
gineering applications where contact between gases and liq-
uids is desired to promote heat and mass transport. Typically
bubble suspensions differ from suspensions of solid particles
in three important ways. First, the fluid velocity can “slip” at
the gas-liquid interface; second, the gas-liquid interface can
deform, and therefore a bubble does not necessarily maintain
a predetermined shape; third, bubbles can coalesce and
break, leading to a bubble size distribution that is continu-
ously evolving in time. The presence of a slip boundary con-
dition at the gas-liquid interface greatly reduces the vorticity
transported from the bubble interface into the liquid at high
Reynolds numbers. Consequently the drag on a bubble is
much lower than that on a solid particle and the average flow
properties of a bubble suspension may differ substantially
from those of solid particle suspensions. To understand the
consequences of this distinction in a simple setting, it is de-
sirable to study a bubble suspension in which the bubbles
remain spherical and do not coalesce.

In this paper, we present a numerical method to simulate a
special class of bubbly flows in which the bubbles are nearly
spherical and where bubble coalescence is suppressed. Such
flows are of fundamental interest since they allow us to iso-
late the effect of the slip boundary condition. And they are
also accessible to laboratory experiments, as discussed in
detail below.

The deformability of bubbles in a flow dominated by fluid
inertia can be characterized by the Weber number We
=�Ua2 /�, where � is the density of the liquid, a is the
bubble radius, U is the bubble velocity relative to the mean
velocity of the suspension or mixture, and � is the surface
tension of the liquid-gas interface. For an inertia-dominated
flow with We�1, the fluid pressure does not deform the
bubbles. A suspension of air bubbles with diameters of about
1 mm in clean water are a good example of an inertia-
dominated low-Weber-number system. For slower flows, it is
important that the capillary number �ratio of viscous stresses
to surface tension� and the Bond number �ratio of gravity to

surface tension� be small to assure small deformation of the
bubbles. Alternatively, one can consider the Morton and Eot-
vos numbers of the bubble suspension, which form the basis
of the empirical diagram of regimes of bubble deformation
presented in Clift, Grace, and Weber �1�.

Coalescence can be prevented by adding either electro-
lytes �2� or surfactants to the liquid. It is known that surfac-
tants create a surface tension gradient, which immobilizes
the gas-liquid interface and increases the drag �1�. Electro-
lytes, unlike surfactants, do not cause this so-called Ma-
rangoni effect; thus, the slip boundary condition at the gas-
liquid interface is maintained. The use of electrolytes to
stabilize bubbly suspensions was demonstrated recently by
Zenit et al. �3�, who used a magnesium sulfate solution
�0.05 mol/ l� to suppress coalescence and were able to main-
tain a high degree of monodispersity up to 15% volume frac-
tions. Hence, the class of bubbly suspension we study is also
experimentally relevant.

Due to the bubble’s small deformability and resistance to
coalescence, it is most convenient to model this type of
bubble suspension as a system of hard spheres with slip
boundaries. This model enables us to use a single-component
fluid mechanics solver to simulate the flow in the continuous
phase and eliminates the need for a second fluid component,
which is commonly used in simulations of drops and
bubbles. As a result, the computational cost is reduced and
the robustness of the computation is improved.

For bubbly suspensions with spherical, noncoalescing
bubbles, it is possible to derive the averaged equations of
motion from first principles, provided that the Reynolds
number is either very small or very large. Here the Reynolds
number is defined as Re=2�Ua /�. For Re�1, the flow is
dominated by viscous effects and governed by the Stokes
equation. These equations are linear and can be solved di-
rectly by using a multipole expansion method �see, for ex-
ample, Mo and Sangani �4��. For Re�1, as pointed out by
Moore �5,6� and later validated experimentally by Duineveld
�7�, the vorticity is confined to a small boundary layer near
the liquid-gas interface. The fluid velocity outside this
boundary layer can be written as the gradient of a potential
�hence the name “potential flow”�, which is governed by
Laplace’s equation. Since Laplace’s equation is linear, one
can solve the potential flow interactions among spherical*Corresponding author. Electronic address: dlk15@cornell.edu.
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bubbles and derive the equations of motion for such suspen-
sions �8–14�. In the experiments of Zenit et al. �3�, nitrogen
bubbles with diameters of about 1 mm in size were gener-
ated and left to rise in a vertical channel filled with water.
Here, Re=O�100� and We=O�1�, making these experiments
the ideal tool to validate the predictions of the potential flow
theory. Indeed, good qualitative agreement was found be-
tween the results and the theoretical predictions of Spelt and
Sangani �14�.

In the intermediate-Reynolds-number regime, however,
we cannot use the potential flow approximation; nor can we
ignore the presence of inertial effects. This makes it difficult
to solve the many-body interaction problem and close the
equations of motion. One has to resort to either well-
controlled experiments or direct numerical simulations. Past
numerical work on bubbly flows in the intermediate-
Reynolds-number regime include the works of Esmaeeli and
Tryggvason �15,16�, Bunner and Tryggvason �17,18�, San-
karanarayanan et al. �19,20�, Sankaranarayanan and
Sundaresan �21�, Tölke et al. �22�, and Inamuro et al. �23�.
These authors used different approaches, but all of them
were based on two-component models—one component rep-
resents the continuous phase; another component, with its
density and viscosity much smaller than those of the continu-
ous phase, represents the droplets or bubbles. Typically, the
density and viscosity ratios are of order 0.01 to 0.02, with the
exception of Inamuro et al. �23�, who was able to implement
a projection method into a two-component lattice-Boltzmann
model and reduced the density ratio to �b /�=0.001. For the
sake of comparison, the density and viscosity ratios for air in
water under normal conditions are O�10−3� and O�10−2�, re-
spectively.

Using a finite-difference method with a front tracking
technique, Esmaeeli and Tryggvason studied the rise of an
array of deformable, nearly spherical bubbles for Re=O�1�
�15� and for deformable, ellipsoidal bubbles at Re�20 �16�.
Bunner and Tryggvason �17,18� later used the same method
to study the rise of a relatively large number of nearly spheri-
cal bubbles with moderate Reynolds numbers Re�20. In
their method, the bubbles have well-defined boundaries.
Thus coalescence can be prevented by simply not allowing
the boundaries to merge when they closely approach each
other. It is then possible to study the suspension’s properties
over relatively long times.

Sankaranarayanan et al. �19,20�, Sankaranarayanan and
Sundaresan �21�, Tölke et al. �22�, and Inamuro et al. �23� all
used a two-component lattice-Boltzmann model for an im-
miscible binary mixture to simulate the rise of an array of
bubbles. This model leads to the formation of bubbles that
are by nature deformable, although the bubble’s interface is
diffusive and often suffers from spurious velocities �24�. As
it is difficult to implement a plausible mechanism to prevent
the bubbles from coalescing, in �19–21� only the flow around
a single bubble in a periodic box was studied in detail. From
the simulations, the drag coefficient, the virtual mass coeffi-
cient, and the lift force were obtained and these parameters
were then used to propose a set of averaged equations of
motion for bubble suspensions at moderate Reynolds num-
bers.

Our approach differs from the aforementioned studies in
that we only attempt to solve the flow in the continuous

phase. When the flow drives bubbles into contact, the normal
relative velocity of the bubbles is reversed instantaneously as
it would be for elastic hard spheres, thereby preventing coa-
lescence without the need to account for the detailed defor-
mation involved during the collision process. The slip
boundary condition is imposed on the bubble surface by en-
suring explicitly in the lattice-Boltzmann models that there is
neither a tangential stress at the surface nor a normal velocity
relative to the surface. In this model the bubbles have sharp,
well-defined interfaces, as opposed to the diffuse interfaces
in the conventional two-phase lattice-Boltzmann models.
Our model performs well for density ratios �b /� as low as
1.2�10−3, which is the approximate value for air in water
under normal conditions. We obtained accurate results from a
range of test cases, suggesting that our model captures the
essential physics of a bubbly flow and that it can be used as
an accurate method to simulate bubbly flows in the
intermediate-Reynolds-number regime.

This paper is organized as follows. In Sec. II, we give a
brief overview of the lattice-Boltzmann method. In Sec. III,
we derive our boundary rule to recover the slip boundary
condition at the liquid-gas interface. In Sec. IV, we discuss
three test cases: �i� unidirectional flow in a system bounded
by a free surface from above and driven by an impulsively
started solid plate from below, �ii� creeping flow past a cubic
array of bubbles, and �iii� intermediate-Reynolds-number
steady and unsteady flows around an isolated bubble. The
first two test cases have analytical solutions; the last one has
been studied extensively in the past �1,25–29�. In Sec. V, we
conclude with a summary and a discussion of our main re-
sults.

II. LATTICE-BOLTZMANN METHOD

Our numerical method is based on a lattice-Boltzmann
model for particle-laden flows as reviewed in detail by Ladd
and Verberg �30�. The lattice-Boltzmann method is different
from most conventional numerical methods in fluid dynam-
ics in the sense that it does not involve a direct solution of
the continuum equations. Rather, it uses a simplified kinetic
model to simulate the motion of fluid “particles” on a simple
lattice such that the averaged properties of the system obey
the desired Navier-Stokes equation. It is also different from
molecular simulations since it does not deal with individual
molecules but rather with their velocity distribution function.
The lattice-Boltzmann method is therefore a mesoscopic
model, whose local rules are guided by molecular phenom-
ena, but whose emergent behavior captures the continuum
properties of the system. Due to this mesoscopic nature, the
lattice-Boltzmann method is very versatile, leading to a wide
variety of models for a range of different applications
�30–33�.

The fundamental quantity in the lattice-Boltzmann
method, as in all kinetic models, is the single-particle veloc-
ity distribution function ni�r , t��n�r ,ci , t�, describing the
density of fluid particles at position r and time t, with a
velocity ci. Here, r, ci, and t are discrete variables, but the
distribution function itself is continuous. In three dimen-
sions, r takes on the values from a space-filling cubic lattice.
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We used a discrete set of 19 velocities to represent the ve-
locity space. These velocities correspond to fluid particles
that can either stay at their current lattice position �c
= �000�� or propagate to the nearest �c= �100�� and next-
nearest �c= �110�� neighbors on the cubic lattice. The mac-
roscopic properties—the density �, the momentum density j,
and the momentum flux �—are then moments of ni over the
discrete velocity space: i.e.,

� = �
i

ni,

j = �
i

nici = �u ,

� = �
i

nicici. �1�

Here, u is the local fluid velocity.
The time evolution of the velocity distribution function is

governed by a discretized Boltzmann equation �34� and oc-
curs as a sequence of two steps, a collision step and a propa-
gation step:

ni�r + ci	t,t + 	t� = ni
*�r,t� = ni�r,t� + 	i�n�r,t�� . �2�

In the collision step, all populations at r undergo instanta-
neous molecular collisions, producing the post-collision dis-
tribution ni

*�r , t�. Here, the collision operator 	i represents
the change in ni due to this collision process. In the propa-
gation step, the post-collision populations travel to neighbor-
ing nodes in the direction of their velocities ci. The time step
	t and the lattice spacing 	x are chosen such that fluid par-
ticles always reach the next node in the directions of their
velocities in precisely one time step.

Each ni can be divided into an equilibrium part and a
nonequilibrium part: ni�ni

eq+ni
neq, where the ni evolve in

time toward local equilibrium. For flow velocities much less
than the speed of sound, the equilibrium part can be obtained
by expanding the Maxwell-Boltzmann distribution as a Tay-
lor series in the local velocity u: i.e.,

ni
eq = aci�� +

j · ci

cs
2 +

�uu:�cici − cs
2I�

2cs
4 	 , �3�

where I is the unit tensor. Here cs is the isothermal speed of
sound in the fluid, which is chosen as c /
3, with c=	x /	t.
The weights aci describe the fraction of molecules moving in
the direction of ci. They only depend on the magnitude of the
velocity and are equal to 1

3 , 1
18 , and 1

36 for the �000�, �100�,
and �110� directions, respectively. The expansion in Eq. �3� is
truncated at O�u2�, which turns out to be sufficient to simu-
late the Navier-Stokes equation �35�. The second moment of
the equilibrium distribution function gives the familiar Eule-
rian expression for the stress tensor,

�eq = �
i

ni
eqcici = pI + �uu , �4�

with an ideal-gas equation of state p=�cs
2.

The collision operator can take any form subject to the
constraints of mass and momentum conservation. The most

widely used one is the so-called single-exponential relax-
ation time collision operator 	i=−ni

neq /
 �36–38�. However,
for reasons discussed in detail by Ladd and Verberg �30� and
d’Humières et al. �39� �among others�, we used the more
general collision operator �30�

	i = �
j

Lijnj
neq�r,t� . �5�

Here, Lij are the matrix elements of the linearized collision
operator L that must satisfy the following eigenvalue equa-
tions

�
i

Lij = 0,

�
i

ciLij = 0,

�
i

ciciLij = �c jc j ,

�
i

ci
2Lij = �Bcj

2, �6�

where cici, indicates the traceless part of cici. The first two
equations follow from conservation of mass and momentum,
and the last two equations describe the relaxation of the vis-
cous stress tensor. The eigenvalues � and �B must lie in the
range �−2,0� and are related to the shear and bulk viscosities
through �30�

� = − �cs
2	t� 1

�
+

1

2
� ,

�B = −
2�cs

2	t

3
� 1

�B
+

1

2
� . �7�

Mass and momentum are conserved quantities and there-
fore unmodified during the collision step; hence, �ini

neq

=�ini
neqci=0, as can be readily verified from Eqs. �1� and �3�.

However, the second moment of ni
neq—i.e., �neq��−�eq

=�ini
neqcici—is in general nonzero and modified during the

collision step. Hence, its post-collision value �neq,* depends
on the particular choice of the collision operator; in our case
�see Eqs. �5� and �6��, this results in �30�

�neq,* = �1 + ���neq +
1

3
�1 + �B���neq:I�I , �8�

where �neq stands for the traceless part of �neq. The post-
collision distribution function in Eq. �3� can then be written
as

ni
* = aci�� +

j · ci

cs
2 +

��uu + �neq,*�:�cici − cs
2I�

2cs
4 	 . �9�

Thus, Eqs. �8� and �9� determine explicitly the post-collision
distribution function in terms of moments of the precollision
distribution function.

Equation �9� describes the evolution of the lattice-
Boltzmann model in the absence of external forces. If an
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external force density is present—e.g., a pressure gradient or
a gravitational field—the evolution of the lattice-Boltzmann
model includes additional contributions as discussed in �30�.

By using multi-time-scale analysis, one can show that the
lattice-Boltzmann model as described in this section recovers
the incompressible Navier-Stokes equation in the limit of
small Mach number M =u /cs�1 �30�. In our simulation we
kept M below 0.1. This limits u to a fairly small number;
hence, in order to increase the range of Reynolds numbers
we decreased the viscosity and increased the bubble radii.
Furthermore, since compressibility effects are of order M2,
we set �B=−1, such that the isotropic part of �neq relaxes to
zero in one lattice-Boltzmann time step.

III. BOUNDARY CONDITION

During the propagation step of the lattice-Boltzmann al-
gorithm, the post-collision populations either stay at the
same node or propagate to a neighboring node depending on
their velocities. If this propagation would cause fluid par-
ticles to cross a fluid-solid or fluid-bubble interface, a bound-
ary condition must be applied. For a solid interface, a large
number of different approaches are available in the literature
�32,34,40–43� �among others�. A particularly simple and ro-
bust means of imposing a no-slip boundary condition at a
solid-fluid interface is the so-called link-bounce-back rule
�32,34�. Here, the interface is represented by boundary
nodes, defined as those positions located halfway along each
link that connects neighboring solid and fluid nodes. Popu-
lations of fluid particles that are propagating toward a bound-
ary node are reflected back in the direction from which they
came with a modified velocity distribution function given by
�32�

ni��r,t + 	t� = ni
*�r,t� −

2�acici · ub�rb,t�
cs

2 . �10�

Here ni� is the population with a velocity in the opposite
direction of the incoming velocity �ci�=−ci�, and rb=r
+ 1

2ci	t and ub are the respective position and velocity of the
boundary node. Equation �10� results in a no-slip boundary
condition that is satisfied at the boundary node—i.e., halfway
between the fluid node and its neighboring solid node with a
relative error that is of first order in the spatial discretization
�44�.

To simulate bubbly flows, we need to develop a method
that enforces a free-slip boundary condition at the fluid-
bubble interface. Similar to the link-bounce-back rule for
fluid-solid interfaces, we represent the bubble interface by
boundary nodes that are located halfway along each link that
crosses the fluid-bubble interface. We then assume again that
it is possible to write

ni��r,t + 	t� = ni
*�r,t� + �i�r,t� . �11�

Here, �i has to be determined such that Eq. �11� recovers the
slip boundary condition at all boundary nodes. Hence, the
condition of zero normal velocity,

n · u = n · ub, �12�

and the condition of zero tangential stress,

n · � · �I − nn� = 0 , �13�

must be satisfied onthe entire bubble surface. Here n is the
unit normal vector to the interface pointing into the fluid, ub
is the bubble velocity, u is the local fluid velocity, and � is
the local fluid viscous stress tensor, all calculated at the
bubble interface. Equations �12� and �13� originate from the
boundary conditions of velocity and shear stress at a fluid-
fluid interface �1� in the limit that the viscosity of the fluid
inside the spherical interface is vanishingly small. In general
both velocity and shear stress must be continuous across the
interface. However, when the viscosity of the fluid inside is
negligible compared to that of the fluid outside—e.g., an air
bubble in a liquid—the shear stress inside the bubble is very
small and can be neglected. In this case, the shear stress of
the fluid outside will also vanish at the interface. As a result,
no boundary condition is required on the tangential velocity
of the fluid outside the bubble, since the tangential velocity
of the gas can adjust to any tangent fluid velocity outside
without causing a significant shear stress. The normal veloc-
ity, however, is still constrained by the kinematic condition,
which require the fluid velocity normal to the interface to
equal the normal velocity of the interface. Finally, in a real
bubble, the difference in the normal stress across the inter-
face is balanced by the surface tension. Our assumption that
the bubble is always spherical implies that the surface ten-
sion is always sufficient to equal the normal stress difference
with minimal bubble deformation. Thus we do not have a
constraint on the normal stress of the fluid outside.

Our derivation of the free-slip boundary condition closely
follows that of Ladd and Verberg �30� for the link-bounce-
back rule for solid-fluid interfaces. Here, we need the fact
that the multi-time-scale analysis shows that � in Eq. �8�
equals −�neq �30� and has the form

� = − �neq = −
�cs

2	t

�
���u + �uT� −

2

3
�� · u�I	

−
2�cs

2	t

3�v
�� · u�I . �14�

Substituting Eq. �14� into Eqs. �8� and �9� and using the fact
that the velocity distribution function can be expanded in
terms of its moments as

ni = aci�� +
j · ci

cs
2 +

�� − �cs
2I�:�cici − cs

2I�
2cs

4 	 �15�

yields a post-collision distribution expressed in terms of the
local velocity gradients:

ni
*�r,t� = ni�r,t� +

�aci	t

cs
2 �ci · �u · ci − cs

2 � · u� . �16�

Substituting Eq. �14� into Eq. �13� implies that the no-
tangential-stress boundary condition at the fluid-bubble inter-
face can also be expressed in terms of the local velocity
gradients:
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n · ��u + �uT� · �I − nn� = 0 . �17�

Using Eqs. �16� and �17� and then decomposing the local
velocity gradient into components that are normal and tan-
gential to the fluid-bubble interface, we obtain

ni
*�r,t� = ni�r,t� +

�aci	t

cs
2 ��ci · n�2�nn:�u�

+ ci · P
 · �u · P
 · ci� , �18�

with P
��I−nn� being an operator that projects a vector
into the plane tangent to the interface. Here, we neglected
terms proportional to � ·u, which are of second order in the
Mach number and can therefore be ignored in our simula-
tions.

In the link-bounce-back rule, the adjustment to the re-
flected populations �the second term on the right-hand side of
Eq. �10�� assures that any distribution at node r that is con-
sistent with the boundary node velocity ub is stationary with
respect to interactions with the boundary nodes. This re-
quires that ni��r , t+	t�=ni��r , t� for any velocity ub at the
fluid-solid interface. To simulate bubbles, we require the
same condition in order to obtain �i in Eq. �11�, resulting in

�i�r,t� = ni��r,t� − ni
*�r,t� , �19�

for the boundary conditions in Eqs. �12� and �13�. Substitut-
ing Eq. �18� into Eq. �19� and using Eq. �15� to relate two
populations ni and ni� with equal and opposite velocities at
the same position and time results in

�i = −
2�aci

cs
2 ci · u −

�aci	t

cs
2 ��ci · n�2�nn:�u�

+ ci · P
 · �u · P
 · ci� . �20�

Assuming that the fluid velocity varies over a length scale
that is large compared to the lattice spacing, the fluid veloc-
ity at the boundary can be expanded in a Taylor series such
that, to leading order in the velocity gradients,

u�rb,t� = u�r,t� +
	t

2
ci · � � u�r,t. �21�

Applying the boundary condition for the normal velocity at
the interface � Eq. �12�� leads to

n · ub�rb,t� = n · u�r,t� +
	t

2
n · ��ci · �u��r,t

� n · u�r,t� +
	t

2
�ci · n���nn:�u��r,t, �22�

with ub again the velocity of the interface at the boundary
node. Here, we neglected gradients in the tangential direction
of the normal component of the velocity gradient, which is
correct for a flat interface and applies to leading order to
curved interfaces as well �i.e., for bubbles with radii that are
large compared to the lattice spacing�. Decomposing ci ·u in
Eq. �20� into a sum of products of the normal and tangential
components and using Eq. �22� to express the normal com-
ponent of the fluid velocity at the interface in terms of the
normal component of the boundary node velocity yields

�i = −
2�aci

cs
2 �ci · nn · ub + ci · P
 · u +

	t

2
ci · P
 · �u · P
 · ci� .

�23�

The first term in Eq. �23� is similar to the change in popu-
lation density in the link-bounce-back rule for the no-slip
boundary condition except that only the normal components
of the fluid and bubble velocities are involved. This reflects
the fact that the tangential velocity at a free-slip boundary is
not specified by the boundary conditions. The second and
third terms on the right-hand side of Eq. �23� are adjustments
to the population density that are obtained by using the zero-
tangential-stress boundary condition and by using a tangen-
tial velocity at the boundary that is obtained from a Taylor-
series expansion of the velocity field about the fluid node.

Using j=�u and Eq. �14� to express u and �u back in
terms of the first and second moments of the velocity distri-
bution function, we finally arrive at

ni��r,t + 	t� = ni
*�r,t� −

2aci

cs
2 �ci · nn · �ub�rb,t�

+ ci · P
 · j�r,t�� −
�aci

2cs
4 ci · P
 · �neq�r,t� · P
 · ci.

�24�

Similar to the link-bounce-back rule for solid interface, this
result is explicit in time and first-order accurate in the spatial
discretization with relative errors that are of second order in
the Mach number.

IV. NUMERICAL TESTS

We present three test problems to validate the new free-
slip boundary rule in Eq. �24� as derived in the previous
section. The first problem is a unidirectional flow above an
impulsively started plate. Due to the two-dimensional nature
and the simple geometry, it is possible to show the detailed
actions of the propagation and bounce-back rules such that
one can observe the differences between the no-slip bounce-
back rule and the new rule for slip boundaries. In addition,
since an analytical solution is available, this problem pro-
vides an opportunity to verify both the transient and steady-
state behavior of the simulation. The second problem is the
creeping flow around a cubic array of bubbles. In this prob-
lem, the model’s ability to handle curved interfaces at a low
Reynolds number is tested. This problem also serves as a
calibration, from which the accuracy of the method can be
improved. The last problem is a study of bubbles rising un-
der gravity at moderate Reynolds numbers. By comparing
the acceleration and terminal drag to results from the litera-
ture we validate the ability of our model to simulate steady
and unsteady bubbly flows where inertial effects are impor-
tant.

A. Planar flow with a free surface driven by a flat plate

In this section we consider a two-dimensional unidirec-
tional flow of a fluid bounded by a solid plate from below �at
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y=L� and a free surface from above �at y=0� �see Fig. 1�.
Initially, the entire fluid is at rest. At time t=0, the solid wall
is set in motion with a constant velocity U in the x direction.
The fluid is accelerated by the momentum transferred from
the solid wall to the fluid and quickly develops into a plug
flow because the free surface does not provide resistance of
any kind. In this problem, the full Navier-Stokes equations
reduce to a parabolic partial differential equation with a Fou-
rier series solution,

ux�y,t�
U

= 1 − �
k=0



4�− 1�k

�2k + 1��
e−�2k + 1�2�2�t/4�L2

�cos� �2k + 1��y

2L
	 , �25�

against which the accuracy of our bounce-back rule can be
tested directly.

Since the flow is planar, we project the three-dimensional
19-velocity lattice-Boltzmann model onto the xy plane to a
two-dimensional nine-velocity lattice-Boltzmann model. The
resulting set of velocities and their associated weights are
summarized in Table I. We used �=36 and 	x=	t=1, giving
cs

2=1/3. Since the flow properties only depend on the y co-
ordinate, we only need a single column of N lattice nodes.
Periodic boundary conditions are then applied in the x direc-

tion. Furthermore, since both the link-bounce-back rule for a
fluid-solid boundary and our rule for a fluid-gas boundary
simulate an interface position that is halfway between the
fluid node and its neighboring solid or gas node, we position
the first and last nodes half a lattice unit away from the
computational domain boundaries �see Fig. 1 for L=N=8�.
The fluid is at rest at t=0—i.e., j�r j ,0�=0 and ��r j ,0�= pI
throughout the entire fluid domain. Hence, the initial popu-
lations at each fluid node are simply ni�r j ,0�=�aci, while
being unmodified by the first collision step. Therefore,

n0
*�r j,0� = 16, n1,. . .,4

* �r j,0� = 4, n5,. . .,8
* �r j,0� = 1,

�26�

for j=1, . . . ,8.
The propagation step for the inner fluid nodes �r2 , . . . ,r7�

does not involve the boundary rules and follows straightfor-
wardly from Eq. �2�:

n0,1,2�r j,t + 1� = n0,1,2
* �r j,t� ,

n3,5,6�r j,t + 1� = n3,5,6
* �r j−1,t� ,

n4,7,8�r j,t + 1� = n4,7,8
* �r j+1,t� , �27�

for j=2, . . . ,7.
The nodes r1 and r8 need special treatment. The popula-

tions at r8 with velocities c4, c7, and c8 are determined by the
link-bounce-back rule for a solid interface as given by Eq.
�10�: i.e.,

n4�r8,t + 1� = n3
*�r8,t� ,

n7�r8,t + 1� = n6
*�r8,t� + 6U ,

n8�r8,t + 1� = n5
*�r8,t� − 6U . �28�

Similarly, the populations at r1 with velocities c3, c5, and c6
are determined by the new free-slip boundary condition for a
fluid-gas interface as given by Eq. �11�: i.e.,

n3�r1,t + 1� = n4
*�r1,t� ,

n5�r1,t + 1� = n8
* +

1

6
�n1

* − n2
* + n5

* − n6
* + n7

* − n8
*�

−
�

8
�n1

neq + n2
neq + n5

neq + n6
neq + n7

neq + n8
neq� ,

n6�r1,t + 1� = n7
* −

1

6
�n1

* − n2
* + n5

* − n6
* + n7

* − n8
*�

−
�

8
�n1

neq + n2
neq + n5

neq + n6
neq + n7

neq + n8
neq� .

�29�

For clarity, we omitted the arguments on the right-hand side
of the last two equation which are all �r1 , t�. Note that be-
cause of the particularly simple geometry, the update rule for
n3 is identical to that which would have been obtained by
using the regular link-bounce-back rule.

FIG. 1. The computational domain between the free surface and
the solid wall is divided equally into eight segments. The solid
circles are the fluid nodes r1 , . . . ,r8, and the open circles are their
periodic images.

TABLE I. The nine-velocity lattice-Boltzmann model.

i aci ci

0 4/9 �0,0�
1,2 1/9 �±1,0�
3,4 1/9 �0, ±1�
5,6 1/36 �±1,1�
7,8 1/36 �±1,−1�
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Compare Eqs. �28� and �29� and one can see the differ-
ence between the bounce-back rule for a solid interface and
the rule for a fluid-gas interface. There are three terms on the
right-hand side of Eq. �29� �for n5 and n6�. The first term
originates from the regular bounce-back which is identical in
both rules. The second term is proportional to the local fluid
velocity parallel to the surface and is related to the second
term in Eq. �23�. The third term is proportional to the local
fluid stress projected on the interface and is related to the
third term in Eq. �23�.

The remaining populations at node r1 and r8 follow the
standard lattice-Boltzmann propagation rule, as in Eq. �27�:

n0,1,2�r1,t + 1� = n0,1,2
* �r1,t� ,

n4,7,8�r1,t + 1� = n3,6,5
* �r2,t� ,

n0,1,2�r8,t + 1� = n0,1,2
* �r8,t� ,

n3,5,6�r8,t + 1� = n3,5,6
* �r7,t� . �30�

After resolving the propagation step and the boundary
conditions, the populations at each node undergo collisions
as determined by Eqs. �2�, �8�, and �9�. The new populations
are then ready for the next time step.

Figure 2 shows the development of the velocity profile in
the gap. The velocities are obtained from the first moments
of the ni’s � Eq. �1��. Comparing the simulation with the
Fourier series solution of Eq. �25�, we see that using only
eight fluid nodes already captures successfully the full tran-
sient behavior of flow field. Increasing the resolution to L
=N=32 makes the numerical solution even more accurate.
For �t /�L2→
, the numerical solution approaches the plug

flow solution ux�y� /U=1 �not shown in Fig. 2�.
The rate at which the errors decrease with increasing reso-

lution can be observed from Fig. 3. The error is defined as

��L,
� =
1

U� 1

L
�
r�L

�us�r,
� − ux�r,
��2�1/2

, �31�

where 
=�t /�L2 is the nondimensional time, us�r ,
� is the
simulated velocity profile, and ux�y , t� is the velocity profile
according to Eq. �25�. The results shown in Fig. 3 are ob-
tained using four different resolutions L=N=8, 16, 32, and
64. They indicate that ��L ,
� scales roughly as L−1, which
means our method is first-order accurate in lattice resolution.

B. Creeping flow past a cubic array of spherical bubbles

One of the great advantages of the link-bounce-back rule
for the lattice-Boltzmann method is its ability to accurately
handle curved interfaces and complex geometries with rela-
tive ease. By simulating the Stokes drag force on a cubic
array of bubbles, we demonstrate here that this advantage
also holds for our boundary conditions. In these simulations,
a cubic array of bubbles is constructed by placing a single
spherical bubble in a cubic computational domain and apply-
ing periodic boundary conditions in each direction. The
bubble is then given a constant velocity U but its position is
not advanced across the lattice. This artifice yields the cor-
rect fluid velocity and drag on the bubble owing to the qua-
sisteady nature of Stokes flows. A pressure gradient is ap-
plied to the fluid with a value that is adjusted to ensure that
the volume average velocity in the cubic cell �including the
fluid and the bubble� is zero. We then calculated the total
drag force FD on the bubble from the exchange in momen-
tum during the boundary node update �32�. The velocity U
was chosen to be low enough to neglect any inertial effects,
allowing us to compare our results with the theoretical pre-
diction obtained by Sangani and Acrivos �45�,

FIG. 2. Velocity profiles above an impulsively started plate at
nondimensional times 
=�t /�L2=1/64, 1 /8, 3 /8, and 3/4 �from
left to right�. The fluid is bounded by a solid wall at y /L=1 and a
free surface at y=0. The fluid density �=36, the wall velocity U
=10−3, and the viscosity �=0.36. The symbols are the lattice-
Boltzmann results for L=N=8 �solid triangles� and L=N=32 �open
squares�. The solid lines are obtained from the Fourier-series solu-
tion �Eq. �25�� by truncating the series at k=10 000.

FIG. 3. Root-mean-square error ��L ,
� at nondimensional times

=1/8���, 3 /8���, and 3/4���. The solid line represents the scale
of L−1. L=8, 16, 32, and 64.
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FD���
FD

0 =
1

1 − 1.1734�1/3 − 0.1178�2 + o��2�
, �32�

where � is the volume fraction and FD
0 =FD��=0� is the

Stokes drag force on an isolated bubble,

FD
0 = 4��aU , �33�

with a being the bubble radius. The fact that the drag force
on a bubble in a cubic array is larger than that on an isolated
bubble is due to the hydrodynamic interactions between the
bubble and its periodic images. Note that the same procedure
was used by Ladd �32� to simulate the Stokes drag force on
a cubic array of spherical solid particles.

In Fig. 4, we summarize the results for a bubble radius
a=2.92 and velocity U=10−4. The fluid density and viscosity
are �=36 and �=6.0, respectively. These parameters give
Re=3.5�10−3. Due to the discrete lattice, the drag force on
a bubble varies slightly as the bubble’s position changes rela-
tive to the underlying lattice. To minimize this discretization
error, every data point is the average of four or five runs with
each run using a randomly chosen position. The standard
deviation in these runs relative to the mean value was 1% for
the smallest bubble size and decreased with increasing reso-
lution. Figure 4 shows that the simulations produce the cor-
rect �1/3 scaling, with only a small deviation at the highest
simulated volume fraction, due to the higher order terms in
Eq. �32�.

Figure 4 indicates that for a radius of 2.92, the respective
relative error in the values of the slope and the intercept with
the y axis is 5% and 8%. However, the accuracy can be
improved considerably by a calibration process similar to
that used in Ladd’s solid-particle simulations �32�. This cali-
bration process compensates for the fact that the link-
bounce-back rule in Eq. �10� is only first-order accurate if the
interface is not aligned with a lattice symmetry direction,
resulting in a hydrodynamic boundary that is displaced from
the physical boundary by an amount that depends on the

orientation angle of the interface �41,46�. For an object with
a curved interface such as a sphere, it is not possible to
derive an analytical expression for the position of the hydro-
dynamic boundary. However, one can interpret the results in
terms of the “effective” or “hydrodynamic” radius aH=a
+	 rather than the input radius a �see Fig. 5�, such that the
drag coefficient on an isolated particle is identical to its the-
oretical value �47�. Ladd and Verberg �30� showed that this
leads to approximate second-order accuracy in the lattice
resolution and a reduction of the error in the drag force of
approximately an order of magnitude. Furthermore, they
found that 	 depends only on the particle radius and the fluid
viscosity and not on the particle volume fraction, flow con-
ditions, or Reynolds number, making it a well-defined physi-
cal parameter that can be obtained in a single calibration
simulation.

The similarity between the link-bounce-back rule and our
boundary rule for a fluid-gas interface suggests that calibra-
tions for spherical bubbles can be carried out in a similar
way. Hence, we determined aH such that the Stokes drag
force on a bubble in a cubic array of bubbles reduces in the
dilute limit to its value for an isolated bubble—i.e., FD��
→0�=4��aHU. This implies that a /aH can be identified
from the intercept of 4��aU /FD��� with the y axis �see Fig.
4�. In Table II, we summarize the values that were obtained
for a range of bubble radii and two viscosities, �=6.0 and
�=0.36.

In Fig. 6, we plot the inverse of the ratio between the
Stokes drag force on a bubble in a periodic array and that of
an isolated bubble versus the bubble volume fraction, both
rescaled in terms of the hydrodynamic radius—i.e., FD,H

0

FIG. 4. Stokes drag force on a spherical bubble in a cubic array
versus volume fraction for a bubble radius a=2.92, and velocity
U=10−4. FD

0 is the Stokes drag force on an isolated bubble. The
dashed line is a linear fit to the simulation data.

FIG. 5. A cross-sectional view of a spherical particle or bubble
on the lattice-Boltzmann grid. The dots indicate the fluid nodes; the
nodes inside the particle or bubble are marked by squares. The solid
line is the interface for the input radius a and the dashed line that
for the hydrodynamic radius aH=a+	.
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=4��aHU and �H=4�aH
3 /3L3, with L being the size of the

computational domain. The simulation results are now in ex-
cellent agreement with Eq. �32�.

C. Intermediate-Reynolds-number flow around an isolated
spherical bubble

The acceleration and steady rise of an isolated spherical
bubble outside the creeping flow region have been studied
extensively in the literature �1,25–29�. They provide there-
fore excellent opportunities to determine the accuracy of the
method in the intermediate-Reynolds-number regime.

First, we briefly review the relevant results from previous
work. We start with the drag force on a steadily rising bubble
since it is easily measured and thus much better known than
the forces on accelerating bubbles. When documenting the
steady-state drag force on a spherical bubble, one usually
expresses the results in terms of the dimensionless drag co-
efficient CD,

CD =
FD

1

2
�UT

2�aH
2

, �34�

and the Reynolds number Re= �2�UTaH� /� based on the ter-
minal velocity UT. As the hydrodynamic correction improves

the accuracy of the lattice-Boltzmann method, the hydrody-
namic radius aH, rather than the input radius a, is used con-
sistently in this section. In the Stokes flow region, CD and Re
are related by

CD =
16

Re
, Re � 1. �35�

For small but finite Re, Kumagai �25� derived the Oseen
correction to the Stokes flow result:

CD =
16

Re
�1 +

Re

8
� , �36�

which is found to agree reasonably well with the experimen-
tal results up to Re�1 �25�. For higher Reynolds numbers,
Clift, Grace, and Weber �1� suggested the following correla-
tion:

CD = 13.725 Re−0.74, 4 � Re � 100. �37�

Finally, when Re is very large while the bubble remains
spherical with the wake confined to a small region, we can
assume potential flow in the entire fluid except for a thin
boundary layer surrounding the bubble. The drag can then be
determined analytically �5�:

CD =
48

Re
�1 −

2.21

Re1/2 + O�Re−5/6�	, Re � 1. �38�

The determination of the force on an accelerating spheri-
cal bubble is a much more difficult problem. To evaluate this
force one must consider, in addition to the current accelera-
tion, which gives rise to an added mass force, the forces due
to the previous motion of the bubble. The latter contribution,
known as the history integral, captures the effects of the
transport and decay of the vorticity produced at the gas-
liquid interface. Yang and Leal �26� first evaluated the his-
tory integral and derived the unsteady force on an accelerat-
ing spherical bubble in the creeping flow limit. Lovalenti and
Brady �27� later used an Oseen point force and the reciprocal
theorem to derive the unsteady force for small but finite Rey-
nolds numbers. Based on numerical simulations and
asymptotic analysis �48,49�, Mei et al. �28� proposed a semi-
analytical expression for the kernel of the history integral for
a spherical bubble for Re�1. The history integral was later
used in a set of equations �Park et al. �29�� which predicts
both the unsteady acceleration and the steady-state velocity
of spherical bubbles for 0�Re�300. We compare our simu-
lation results with the prediction of this set of equations.
Since these equations are in rather lengthy forms, they are
not included here. One can refer to Park et al. �29� for more
details.

The lattice-Boltzmann simulations of rising bubbles in a
fluid with inertia are set up differently from the creeping flow
simulations in the previous section because we want to study
the transient acceleration of the bubble as well as the final
steady-state drag force. Moreover, at finite Reynolds num-
bers we can no longer assume the flow to be quasisteady, so
it would be erroneous to give the bubble a constant velocity
without accounting for the change in the bubble position.
Thus, we took a more physical approach of releasing the

TABLE II. The hydrodynamic radii aH=a+	 for spherical
bubbles for varying input radii a and viscosities �.

�=0.36 �=6.0

a 2.92 5.63 9.85 1.57 2.92 5.63 9.85

aH 3.35 6.07 10.31 1.73 3.17 5.93 10.17

	 0.43 0.44 0.46 0.16 0.25 0.30 0.32

FIG. 6. Stokes drag force on a spherical bubble in a cubic array
versus volume fraction �H rescaled in terms of the hydrodynamic
radius. FD,H

0 is the rescaled Stokes drag force on an isolated bubble.
The lines are Sangani and Acrivos’ theoretical prediction �45� �see
Eq. �33��. The solid line is their result up to order �H

1/3; the dash-
dotted line includes the �H

2 term. The symbols are the simulation
results for aH=3.17���, aH=5.93���, and aH=10.31���. The vis-
cosity and bubble velocity are �=6.0 and U=10−4.
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bubble from a stationary position and letting it rise as a result
of its buoyancy force. As in the previous simulations, a pres-
sure gradient is applied to the fluid to assure that the mean
velocity of the simulation cell is zero. Due to the initial im-
balance of forces exerted on the bubble, it accelerates until
the drag force, which increases with increasing velocity,
equals the buoyancy force. Thereafter the bubble rises
steadily, with only small fluctuations due to the discreteness
of the underlying lattice. Since we cannot use the terminal
velocity as an input parameter in these simulations, we use
the Archimedes number to characterize our simulations. The
Archimedes number, defined as

Ar =
8�2gaH

3

�2 , �39�

is independent of the bubble’s velocity and characterizes the
relative importance of gravitational �or buoyancy� forces and
viscous forces.

The simulations were carried out in a cubic domain of
dimension L with periodic boundary conditions. We used six
Archimedes numbers, chosen such that they give Reynolds
numbers of approximately 1, 2, 5, 10, 20, and 30. To deter-
mine whether the finite cell influenced the results, we used
three values of L for each Archimedes number. To allow the
bubble to sample all points relative to the lattice, the simu-
lations were repeated 5–7 times with different orientations of
the buoyancy force relative to the axes of the lattice. We
avoided directions that were close to one of the primary lat-
tice directions, since the drag force on a periodic array of
bubbles is very different when the bubble is in the wake of
its periodic images �50–52�.

The acceleration of the bubble is shown in Fig. 7, where

the bubble velocities are plotted as functions of time for a
range of Archimedes numbers and the system size L /aH
=23.88. The velocities are normalized by the terminal veloc-
ity for each run, so that they all approach unity for t→
.
The time is nondimensionalized with �aH

2 /�. The simulation
results are in good agreement with the predictions computed
from the equations in Park et al. �29� for the four highest
Archimedes numbers and the agreement is still reasonably
good for Ar=27.0 �Re�2�. At this lower Reynolds number,
the velocity disturbance produced by the periodic images of
the bubble propagates over a large enough distance so that
the hydrodynamic interactions between a bubble and its pe-
riodic images cannot be ignored. This leads to a relatively
faster convergence to UT than predicted by Park et al. �29�.
This effect becomes less important as either the system size
or the Reynolds number is increased. Indeed, there is no
significant difference between the acceleration of bubbles
with higher Archimedes numbers observed in cells of size
L /aH=18.93 and L /aH=23.88. As the Archimedes number
decreases, the time required for the bubble to reach its ter-
minal velocity increases and the acceleration gradually ap-
proaches the creeping flow limit of Re�1. However, to ac-
curately resolve the creeping flow behavior in a simulation of
this kind would require a very large computational domain,
because the final approach of the bubble velocity toward its
terminal velocity is governed by momentum diffusion over
very large distances.

We calculate Re and CD from UT and FD, after the
bubbles reach their terminal velocities. The results are sum-
marized in Table III. For the two lowest Archimedes num-
bers �Ar=13.7 and 27.0�, the system size still has a notice-
able effect on the results. For the higher Archimedes
numbers, however, the results are virtually independent of
system size for the range of L /aH studied. For Re�10, a
bubble radius as small as aH=3.35 is sufficient to keep the
accuracy within ±3%. As Re is increased beyond 10, how-
ever, a larger lattice resolution is necessary to maintain the
accuracy. In Fig. 8, one can see that the simulation results,
plotted as CD versus Re, agree well with Eqs. �35�–�37�. The
highest Reynolds number that we studied is still well below
the lowest Reynolds number for which Eq. �38� applies;
however, the simulations show a correct trend toward Eq.
�38� with increasing Re.

V. CONCLUSION AND DISCUSSION

In this paper we presented a lattice-Boltzmann boundary
rule for a fluid-gas interface. The rule recovers the free-slip
boundary condition by modeling a bounce-back process for
populations that cross the interface, which enforces a zero
normal relative velocity and zero tangential stress condition
at the fluid-gas interface. A two-dimensional test for flow
driven by an impulsively started plate with a free surface
above showed that the rule accurately accounts for both
steady and unsteady flows near a flat interface.

This lattice-Boltzmann model is an ideal tool to simulate
a special class of multiphase flows involving nearly spheri-
cal, noncoalescing bubbles. By treating the bubbles as
spheres with a free-slip boundary condition imposed on the

FIG. 7. The transient motion of spherical bubbles rising due to
buoyancy for L /aH=23.88. The solid lines are obtained from simu-
lations, and the dashed lines are calculated using the equations
given by Park et al. �29�. From upper left to lower right, the
Archimedes numbers are 748.9, 451.1, 197.9, 87.8, and 27.0, cor-
responding to Reynolds numbers in the range 2�Re�28. The
dash-dotted line represents the creeping flow limit �26�.
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surface, we only need to simulate the flow in the continuous
phase. Numerical tests of flows around three-dimensional
bubbles showed that our model can accurately solve transient
and steady flows around spherical bubbles for Reynolds
numbers in the range 0�Re�30. Hence, our model allows
for efficient simulation of bubbly suspensions in the
intermediate-Reynolds-number regime, making it possible to
bridge the gap in between previous studies of purely viscous
and purely inertia-dominated flows �3,4,8–14�.

Compared with bubble simulations that use two immis-
cible fluids, the direct simulation of the free-slip boundary
condition offers several advantages. First, neglecting the gas
component reduces the computational cost. Second, the nu-
merical difficulty of employing two fluids with vastly differ-
ent densities and viscosities can be avoided. Third, the com-
plex geometry associated with moving interfaces can be
treated with relative ease due to the simple nature of the
single-component lattice-Boltzmann bounce-back rule. Al-
though we limited ourselves in this work to spherical
bubbles, our boundary rule applies equally well, and without
modifications, to other shapes. Furthermore, after coupling
our method to a correct surface tension model, our boundary
rule may be used to simulate deformable bubbles in the fu-
ture.

While we did not carry out systematic studies on the sta-
bility of the algorithm, we found that the planar flow ex-
ample is remarkably stable. A stable solution was obtained
even at �=0.012, which was the lowest viscosity tested.
There were no signs of numerical instability for the three-
dimensional bubble simulations at the dynamic viscosity
0.36 used for those studies.

Because a molecule undergoing a specular reflection from
a surface experiences no change in its tangential momentum,
it would be natural to consider developing a no-tangential-
stress boundary condition based on specular reflection. In-
deed, there are several papers on rarefied gas flows in micro-
channels, where a hybrid scheme of specular reflection and
regular bounce-back was applied on stationary, planar inter-
faces to simulate the partial velocity slip due to the finite-
Knudsen-number effect �53–56�. We also tested such an ap-
proach during the early stages of our study. However, in
practice we found that specular reflection only works when
the interface is aligned with the lattice directions, such as the
planar flow example discussed in Sec. IV A, and does not
maintain a stationary solution near an oblique interface.

Consider a special example where there is a slip interface
that is aligned with the lattice direction, as illustrated in Fig.
9�a�. Both the interface and fluid above the interface are at

TABLE III. The drag coefficients and terminal Reynolds numbers of bubbles for a range of Archimedes
numbers. The two columns in the center are the simulation results with the numbers in the brackets repre-
senting the standard deviations of successive runs with different orientations. The last two columns are the
steady-state values calculated from the equations given in �29�. All simulations were carried out with a bubble
radius aH=3.35 and a fluid viscosity �=0.36 except for �i� aH=3.17 and �=6.0 �result is viscosity indepen-
dent� and �ii� aH=6.07 and �=0.36 �for Re�10 a larger radius gives more accurate results�.

Ar L /aH Re CD Re CD

11.94 0.943 �0.005� 20.6 �0.2�
13.7 17.92 0.992 �0.004� 18.6 �0.2� 1.037 17.0

23.88 1.010 �0.005� 17.9 �0.2�
13.8i 18.93 0.996 �0.003� 18.5 �0.1� 1.040 17.0

11.94 1.81 �0.02� 11.0 �0.2�
27.0 17.92 1.852 �0.004� 10.52 �0.04� 1.92 9.76

23.88 1.89 �0.02� 10.1 �0.2�
11.94 5.09 �0.09� 4.52 �0.16�

87.8 17.92 5.23 �0.05� 4.28 �0.08� 5.35 4.10

23.88 5.26 �0.03� 4.23 �0.05�
11.94 10.0 �0.1� 2.64 �0.07�

197.9 17.92 10.22 �0.06� 2.53 �0.02� 10.54 2.38

23.88 10.22 �0.08� 2.53 �0.01�
198.6ii 13.18 10.3 �0.1� 2.51 �0.06� 10.57 2.37

19.77 10.46 �0.04� 2.42 �0.02�
11.94 18.8 �0.1� 1.69 �0.02�

451.1 17.92 19.1 �0.1� 1.65 �0.02� 20.9 1.38

23.88 19.4 �0.1� 1.60 �0.02�
11.94 27.6 �0.4� 1.31 �0.04�

748.9 17.92 27.9 �0.5� 1.28 �0.05� 31.9 0.98

23.88 28.1 �0.5� 1.26 �0.05�
747.9ii 13.18 29.4 �0.2� 1.16 �0.02� 31.8 0.98

19.77 29.81 �0.05� 1.122 �0.004�
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rest; thus, everywhere in the fluid the distribution is station-
ary: ni=�aci. In the propagation and boundary collision step,
the populations that collide with the interface, n4, n7, and n8,
are specularly reflected to 3, 5, and 6 directions. The popu-
lations propagated from neighbor fluid nodes now occupy 1,
2, 4, 7, and 8 directions. Since ni=�aci is still satisfied, the
post-collision distribution ni

* remains stationary.
When the interface is not aligned with the lattice direc-

tions, as shown in Fig. 9�b�, the specularly reflected popula-
tions from n4, n7, and n8 are skewed and are no longer in the
3, 5, and 6 directions. Since the velocities of the reflected
molecules are not in lattice directions, some scheme is re-
quired so that the reflected molecules propagate on the lat-
tice. We required that the molecules return to the same fluid
node after the reflection. One can then use the zeroth, first,
and second moments of the velocity of molecules arriving at
the node from the interface and from other fluid nodes in a
collision operator for this fluid node. However, such a
scheme does not preserve the equilibrium velocity distribu-
tion in a fluid at rest in the presence of a stationary interface.
In contrast, the bounce-back boundary condition �Eq. �24��
developed here is designed specifically to preserve any ve-
locity distribution function that is consistent with the no tan-
gential stress and no normal velocity boundary conditions,
irrespective of the angle between the surface normal and the
underlying lattice directions.

Similar to the link-bounce-back rules for solid-liquid in-
terfaces, our boundary rule always assumes that the gas-

liquid interface is represented by boundary nodes that are
halfway between gas and fluid nodes. More accurate repre-
sentations of the boundary can be obtained either via volu-
metric approaches �40,57–59� or interpolations �42,60,61�.
Among others, Bouzidi et al. �60� have proposed an im-
proved bounce-back method based on interpolation to im-
pose the slip boundary condition at an arbitrary distance
from a fluid node instead of 1/2. In general, when the inter-
face is not located at 1 /2 positions, the populations that start
at fluid nodes and collide with the interface will not be
bounced back to the original nodes. Thus, to prepare for the
collision step, it is necessary to calculate the populations at
the original nodes via linear or quadratic interpolations.
Since our method for the slip boundary condition is a special
type of bounce-back rule, it is possible to use ideas similar to
those developed in �60� to derive rules to improve the spatial
accuracy. However, such an interpolation would always re-
quire additional information, such as the surface normals and
the positions where the interface cuts the lattice links, mak-
ing the method substantially more complicated. The determi-
nation of these structural parameters in an evolving geometry
such a bubble suspension would incur substantial computa-
tional costs.
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FIG. 8. Drag coefficient CD as a function of the Reynolds num-
ber. The symbols represent the simulation data. For clarity, for a
given Ar only the largest L /aH data are shown. The viscosity is �
=0.36 unless otherwise mentioned. ��� L /aH=23.88; aH=3.35; ���
L /aH=19.77; aH=6.07; ��� L /aH=18.93; aH=3.17; �=6.0; ��� ex-
perimental measurements of deformable bubbles, cited in �1�. The
solid line in the upper left corner represents the Stokes drag, Eq.
�35�; the dash-dotted line is the Oseen solution, Eq. �36�; the dashed
line the correlation, Eq. �37�; and the solid line on the lower right
corresponds to Moore’s solution for high Re Eq. �38�.

FIG. 9. Specular reflection of populations near �a� an interface
aligned with a lattice direction and �b� an oblique interface not
aligned with any lattice direction. ��� represents a fluid node and
��� represents a node outside the fluid. The thick solid line between
the two nodes is the interface with an arrow representing the surface
normal. The populations that collide with the interface are repre-
sented by the dashed arrows. They follow Table I and satisfy ni

=�aci. The short-dashed lines represent the lattice directions. In �b�,
the reflected populations are skewed. The zeroth, first, and second
moments of the reflected populations do not preserve the stationary
solution ni=�aci near an oblique interface.
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